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Action recognition is one of the most essential and increasingly
explored task in computer vision. The development of a precise
action recognition method on a surgical dataset is particularly
challenging but beneficial since it could contribute to the guidance
of a surgical robot and surgical education.2

We propose a Time Distributed-Convolutional Neural Network-
Long Short-Term Memory (TD-CNN-LSTM) model that improves
upon the Endo3D CNN-LSTM baseline model via a time-
distributed framework.1 Our method is end-to-end and has the
potential to outperform state-of-the-art models.

• Classification of 8 different actions from robot-assisted radical
prostatectomies

• Outperform current models used for action detection during the
EndoVis MICCAI 2022 Challenge

Objectives

Introduction

Method
The training set of SAR-RARP50 contains 40 continuously
annotated video segments which were cut into video clips of 16
frames each.3 The dataset is highly imbalanced as can be
observed in the figure below.
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Figure 2—8-Class Balanced Results

Figure 3—8-Class Imbalanced Results

Figure 4—Architecture of the TD-CNN-LSTM

To investigate the effect of imbalanced dataset on the model’s
performance, 8-class classification was implemented with scaled
down imbalanced and balanced datasets.
5-fold cross-validation was implemented to evaluate the
generalizability of the TD-CNN-LSTM model.

Figure 1—Data labels and distribution

Model Architecture

Discussion

Next Steps
• Train the model with the entire training set and evaluate its

performance
• Compare performance of the TD-CNN-LSTM model with 3D-

CNN on the SAR-RARP50 dataset to demonstrate the
effectiveness of our approach

Class F1 Score
0 93%
1 90%
2 83%
3 91%
4 89%
5 99%
6 97%
7 95%

Class F1 Score
0 93%
1 84%
2 91%
3 95%
4 90%
5 89%
6 92%
7 88%

Our proposed model captures fine-level and higher-level
temporal information with the CNN-LSTM architecture and is
an end-to-end approach.

The preliminary results are highly promising. While the
accuracy of the model with a balanced data subset is slightly
higher than with the imbalanced data subset, the overall
model performance is good in both cases. The confusion
matrices, ROC curves, and high metrics indicate the same.
Thus, the class imbalance does not seem to affect the
performance of the model significantly and moving forward
should not be a major pitfall when training the model with the
entire dataset. Based on the projection of our preliminary
results, our proposed model should be effective for surgical
activity recognition with performance comparable to other
benchmark models when the entire dataset is used.

Accuracy: 92.32%

Accuracy: 91.70%


